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Quasiclassical trajectory calculations are used to investigate the dynamics of the OH(V) + NO2 f HONO2*
f OH(V′) + NO2 recombination/dissociation reaction on an analytic potential energy surface (PES) that
gives good agreement with the known structure and vibrational frequencies of nitric acid. The calculated
recombination rate constants depend only weakly on temperature and on the initial vibrational energy level
of OH(V). The magnitude of the recombination rate constant is sensitive to the potential function describing
the newly formed bond and to the switching functions in the PES that attenuate inter-mode interactions at
long range. The lifetime of the nascent excited HONO2* depends strongly not only on its internal energy but
also on the identity of the initial state, in disagreement with statistical theory. This disagreement is probably
due to the effects of slow intramolecular vibrational energy redistribution (IVR) from the initially excited
OH stretching mode. The vibrational energy distribution of product OH(V′) radicals is different from statistical
distributions, a result consistent with the effects of slow IVR. Nonetheless, the trajectory results predict that
vibrational deactivation of OH(V) via the HONO2* transient complex is∼90% efficient, almost independent
of initial OH(V) vibrational level, in qualitative agreement with recent experiments. Tests are also carried out
using the HONO2 PES, but assuming the weaker O-O bond strength found in HOONO (peroxynitrous acid).
In this case, the predicted vibrational deactivation efficiencies are significantly lower and depend strongly on
the initial vibrational state of OH(V), in disagreement with experiments. This disagreement suggests that the
actual HOONO PES may contain more inter-mode coupling than found in the present model PES, which is
based on HONO2. For nitric acid, the measured vibrational deactivation rate constant is a useful proxy for the
recombination rate, but IVR randomization of energy is not complete, suggesting that the efficacy of the
proxy method must be evaluated on a case-by-case basis.

1. Introduction

Consider what happens in a typical radical+ radical
recombination reaction. As the two radicals approach one
another on the potential energy surface (PES), a new chemical
bond begins to form, releasing chemical energy into the reaction
coordinate (identified with the newly forming bond). In order
for the new molecule to survive, some of the energy must be
redistributed within a single vibrational period to other internal
degrees of freedom. Otherwise, the newly formed molecule will
simply redissociate. If the molecule survives for the first
vibrational period, further intramolecular vibrational energy
redistribution (IVR) can take place, perhaps eventually resulting
in complete randomization of energy. At any time during this
process, redissociation may occur if enough energy concentrates
in the reaction coordinate. If collisions are frequent enough,
they may intervene and remove energy, stabilizing the new
molecule. At the high-pressure limit of a recombination reaction,
eVery newly formed molecule is stabilized by collisions before
redissociation can occur.

In the absence of energy transfer collisions, energy initially
in a vibrationally excited reactant will tend to be randomized
by IVR prior to redissociation of the new molecule. If IVR is
fast enough in a molecule that contains at least four to five
atoms, the randomized energy will be spread over many degrees
of freedom and there will be little statistical chance that
vibrational energy will be concentrated in any particular product
vibrational mode, effectively resulting in vibrational deactivation
of the initial vibrationally excited reactant. Thus, there is an
intimate connection between capture (formation of the newly
formed molecule), IVR, the high-pressure limit of a recombina-
tion reaction rate constantk∞, and vibrational deactivation.

In light of this picture of a recombination reaction, Quack
and Troe1 and Smith and co-workers2,3 have suggested that the
rate constant for vibrational deactivation of excited free radicals
can be identified withk∞ when the vibrational deactivation takes
place via formation of a “strongly coupled complex” (defined
as the newly formed molecule with energy completely random-
ized by IVR). This suggestion that vibrational deactivation may
be used as a proxy for the high-pressure limit has important
practical implications because of the great difficulties associated
with measuringk∞.

In the present work, we examine the dynamics of capture,
IVR, and redissociation in order to determine the quantitative
relationship betweenk∞ andkV, the rate constant for vibrational
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deactivation. Our ultimate aim is to ascertain under what
conditions the proxy method will be of value.

The proxy method will only be useful when vibrational
deactivation via formation of a strongly coupled complex is
much more efficient than other possible collisional energy
transfer mechanisms.3 Energy transfer, such as that which
dominates in collisions between excited hydrogen halides and
monatomic gases, is well-known.4-7 It is characterized by rather
small rate constants, because the collisions are not sufficiently
impulsive (collision duration much shorter than the vibrational
period) during a thermal collision when the repulsive intermo-
lecular potential energy is of typical steepness as a function of
intermolecular distance.6 Furthermore, the rate constant scales
approximately with the vibrational quantum number of the upper
state. The OH(V) radical is similar to hydrogen halides in this
regard, having small rate constants at lowV for vibrational
deactivation (which scale approximately withV) in collisions
with nonreactive gases.8 Vibration-to-vibration energy transfer
may also take place, but it is rapid only when the two collision
partners have nearly resonant vibration frequencies,5,6 which is
not the case for OH and NO2.

Our work is motivated in part by the recent interest in the
OH + NO2 recombination reaction, which plays a central role
in controlling free radical concentrations in the troposphere and
stratosphere. Nitric acid, one product of the reaction between
OH and NO2, is a principal sink for atmospheric NOx (the sum
of NO and NO2) and OH. Since photolysis of NO2 produces
odd oxygen (Ox, the sum of O and O3), reaction 1a has a direct
impact on both tropospheric and stratospheric ozone concentra-
tions. Because of this key role, the OH+ NO2 reaction has
received much attention and a large body of experimental data
exists.9-13 Although many data have been obtained at relatively
high pressure, extrapolation of the falloff curves toward the high-
pressure limiting rate constantk∞ is still uncertain. Moreover,
recent experiments14,15have unambiguously confirmed a second
reaction channel that was previously surmised16,17 to produce
peroxynitrous acid (HOONO). Reaction 1b is probably of only
indirect importance in the atmosphere because of the short
lifetime and likely fate of HOONO.18 However, most of the
reported rate constants were measured by observing the rate of
loss of OH radicals, which corresponds to the sum of rates via
the two channels. The direct isomerization between HOONO
and HONO2 in the gas phase is thought to be negligible19-21

because of the high energy barriers found in theoretical
studies22-24 and the very low measured yield of HONO2

produced in the reaction of HO2 with NO.25 Thus, the contribu-
tion from reaction 1b must be known in order to determine the
rate constant for reaction 1a.

In recent theoretical analyses21,26and master equation calcula-
tions,20 statistical theory was used to extrapolate pressure-
dependent rate constants measured for reaction 1 to the high-
pressure limit (k∞). Troe predicted that the temperature dependence
of k1∞ over the temperature range 50-1000 K is only a few
percent, due to compensations of small temperature dependences
of centrifugal partition function, electronic partition function
and the so-called thermal rigidity factor.21 The available
experimental data are not sufficient to determine the temperature
dependence ofk1∞. One goal of the present study is to investigate
this temperature dependence.

The central goal of this work is to evaluate the proxy method
for determiningk∞ suggested by Quack and Troe1 and by Smith

and co-workers,2 as described above. According to this sug-
gestion, the vibrational deactivation rate constantkV measured
for reaction 2 may be used as a proxy for the high-pressure
limiting rate constant for reaction 1

whereV and V′ are vibrational quantum numbers for the OH
radical. Here, the vibrational deactivation is mediated by the
vibrationally excited transient HONO2* complex (asterisk
denotes internal excitation) in which the energy is randomized
and there is only a small statistical probability thatV′ ) V. In
recent measurements of vibration relaxation of OH(V) by NO2

at low pressures, Hynes and co-workers27-29 have found that
the rate constantkV is almost independent ofV. This finding is
consistent with the randomization of energy in a strongly
coupled complex and differs from the v-scaling expected for
energy transfer by nonreactive gases. A goal of the present work
is to investigate the quantitative relationship betweenk∞ andkV
for reactions 1a and 2, respectively, for a range of model PESs
for HO-NO2.

In the present work, we use quasiclassical trajectory calcula-
tions to investigate the process of capture, redistribution of
energy, and consequent vibrational deactivation of initially
excited radicals. This dynamical method makes no statistical
assumptions, is useful for simulating IVR, and is capable of
determining whether vibrational deactivation is the result of
capture, or other mechanisms. Despite their known limita-
tions,30-32 classical trajectories have been widely used in
modeling reaction dynamics, collisional energy transfer, and
intramolecular vibrational energy redistribution (IVR).33-40 In
particular, quasiclassical trajectory methods have been used
successfully in studying ion-molecule and radical-radical
recombination reactions.41-43 Classical trajectory methods can-
not accurately simulate quantum zero point energies and
interference phenomena. These effects are of reduced importance
at the high internal energies of the excited nascent HONO2

molecule (∼53-70 kcal mol-1), compared to its zero point
energy (∼16.5 kcal mol-1). Although quantum statistics differ
from the classical analogue,32 the two are not greatly different
at these high energies. In the quasiclassical method, the initial
conditions of the classical trajectories are selected to correspond
to quantum states of the reactants. Final “quantum” state distri-
butions are obtained by “binning” the classical product ener-
gies with energy bins centered on the quantum state energies.44

This procedure is not sophisticated,45 but it produces reason-
able results when the final energy distributions are relatively
broad.

The present calculations employ slightly modified versions
of an analytical potential energy surface (PES) for HONO2,
which is based on the measured equilibrium structure, measured
vibrational frequencies, and ab initio quantum chemical calcula-
tions.40 This PES is in very good agreement with the measured
equilibrium properties of nitric acid. Attenuation terms were
determined from ab initio calculations using the Gaussian-98
program46 at the level of quadratic configuration interaction with
single, double, and perturbative corrections for triple excita-
tions47 with the correlation consistent polarized valence triple-ú
basis set of Dunning48 (QCISD(T)/cc-pvtz). Using this PES, the
calculated intramolecular vibrational energy redistribution (IVR)
time constant40 following initial excitation of O-H overtone
vibration (VOH ) 2) in HONO2 is in excellent agreement with
the experimental value.49 Although this PES neglects the
existence of HOONO, it should still provide insights into the
dynamics of reaction 1a.

OH + NO2 (+M) h HONO2 (+M) (1a)

OH + NO2 (+M) h HOONO (+M) (1b)

OH(V) + NO2 f OH(V′) + NO2 (2)

1268 J. Phys. Chem. A, Vol. 110, No. 4, 2006 Liu et al.



In this work, we consider two criteria for “capture” during a
classical trajectory and show that the calculated capture rate
constantskcap are not very sensitive to the choices of how the
criteria are applied. The capture rate constant can be identified
with k∞ because at the high-pressure limit every complex formed
by capture will be deactivated by collisions. Trajectory calcula-
tions are used to obtain capture rate constants from 200 to 1500
K for initial OH(V) vibrational states fromV ) 0 to V ) 5.
Lifetimes of the transient vibrationally excited HONO2* com-
plexes are calculated and used to estimate the corresponding
dissociation rate constants. The vibrational states of OH(V′)
produced by redissociation of the transient complex are deter-
mined by binning the trajectory results. Both the redissociation
rate constants and the OH(V′) vibrational energy distributions
clearly show the influence of incomplete IVR. Nevertheless,
the calculations support the practical utility of the proxy
method,1,2 in agreement with the experimental measurements
of Hynes and co-workers.27-29

2. Quasiclassical Trajectory Method

2.1. Potential Energy Surface.The present work relies on
a modified version of the well-established VENUS96 trajectory
code50 in which the potential energy is formulated in terms of
curvilinear internal coordinates and then transformed to a
Cartesian coordinate frame. With this procedure the accuracy
of the Hamiltonian depends only on the potential energy, since
no terms are neglected in the kinetic energy expression.33

The Born-Oppenheimer PES for nitric acid used in this work
was constructed with a many-body expansion approach.51 The
notation, parameters, and other details of the HONO2 analytic
PES have been reported elsewhere.40 The present PES is almost
the same as the one used previously, except two of the
parameters40 in the O-N Morse potential function for the newly
formed HO-NO2 bond were revised slightly to give the present
values: D3 ) 51.03 kcal/mol andâ3 ) 2.155 Å-1 (see Table
1). The differences result from the use ofDe instead ofD0 in
the O-N Morse potential function. With these small revisions
in the PES, the calculated IVR time constants are within 5% of
the values reported previously.40 In the present work, this revised
PES is considered our “standard” PES for the reaction.

The principal goal here is to study the recombination reaction;
therefore, accurate asymptotic behavior of the PES at long
distance is important. For that reason, the analytic PES is based
on the dipole moments of NO2 and OH radical so that the
electrostatic interactions are reasonably accurate at long range.40

The potential energy function at intermediate ranges is particu-
larly important. But ab initio calculations at the single deter-
minant level of theory used here (see below) do not yield
accurate results for the O-N bond lengths greater than 2.0-
3.0 Å. Higher levels of theory are very expensive and of
uncertain accuracy. Therefore, we constructed a family of model
PESs with various long-range behaviors and carried out
sensitivity tests to determine the effect of the long-range
behavior on the calculated rate constants. In the development
of the model PESs, we used a generalized Morse function, one

of the built-in functions in VENUS, to model the O-N
stretching mode. In the standard Morse potential, parameterâ
is a constant (see above). In VENUS, the generalized Morse
potential parameterâ is represented by a cubic polynomial
function of the O-N displacement from equilibrium:

where De is the bond dissociation energy andr0 is the
equilibrium bond distance. Appropriate choices of parameters
in eq 3b can produce a potential that rises toward the dissociation
energy at a faster rate than the standard Morse function: the
“stiff” Morse potential.41 Trajectory calculations show that the
calculated rate constants are sensitive to these parameters41 (also
see below). By varying the polynomial function, we can adjust
the long-range behavior of the O-N bond without significantly
varying the harmonic frequency. In this way, we generated PESs
designated “standard”, “stiff”, and “stiffer” (see Table 1 and
Figure 1). Harmonic normal-mode frequencies for HONO2 cal-
culated from this set of PESs are in excellent agreement with
ab initio calculations and experimental results (Table 2 of ref
40). The equilibrium geometry of HONO2 agrees well with the
ab initio results and our previous work.40 The maximum errors
in bond distances and angles are<0.02 Å and < 1.2°,
respectively.

As discussed below, the calculated rate constants are sensitive
to choices of parameters associated with angular motions. In
particular, “switching functions” are used to attenuate or
otherwise modify force constants of bending and torsional modes
as the molecule undergoes bond fission. For example, the
bending mode force constant in a triatomic molecule ABC
should vanish when the B-C bond is broken and the AB and
C fragments are moved to infinite distance. Sensitivities of the
calculated rate constants were investigated for variations in the
switching function parameters for∠HON bending (θ1), ∠ONO

TABLE 1: Potential Energy Parameters That Differ from
Those in Table 1 of Reference 40a

PES value

standard D3 ) 51.30 kcal/mol;â3 ) 2.155 Å-1

stiff D3 ) 51.30 kcal/mol;C31 ) 2.17 Å-1; C32 ) 0.12 Å-2;
C33 ) 0.50 Å-3; C34 ) 0.0

stiffer D3 ) 51.30 kcal/mol;C31 ) 2.17 Å-1; C32 ) 0.18 Å-2;
C33 ) 1.40 Å-3; C34 ) 0.0

aSee ref 40 for definitions of notation.

Figure 1. Plot of “standard”, “stiff”, and “stiffer” Morse potentials.

TABLE 2: Impact Parameters and Capture Numbers (out
of 104 Trajectories) for the Recombination Reaction as a
Function of Temperature

temp (K) bmax (Å) Nr

200 4.3 888
300 4.0 1199
500 4.0 1488
800 4.0 1636

1000 3.6 2075
1200 3.4 2292
1500 3.4 2159

VGM(r) ) De(1 - e-â∆r)2 (3a)

â ) c1 + c2∆r + c3∆r2 + c4∆r3, ∆r ) r - r0 (3b)
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bending (θ2 & θ3), HONO torsion and ONOO wag modes. The
atom-numbering scheme and the original parameters for the
analytic PES are listed in Table 1 of ref 40.

2.2. Method for Determination of k∞. Quasiclassical trajec-
tory calculations are used to obtain capture rate constants by
employing the standard expression52

whereµ is the reduced mass of the reactants (OH and NO2), Nr

is the number of trajectories that form a capture complex,N is
the total number of trajectories in the ensemble, andbmax is the
maximum impact parameter. This equation neglects the influ-
ence of electronic degeneracy. When electronic degeneracy is
included, the rate constant is

wherege(T) is the electronic degeneracy factor, which is equal
to the product of the reactant electronic partition functions
divided by the electronic partition function of the product. The
ground electronic states of the reactants are OH(X2Π) and
NO2(Ã2B2), but excited states can also contribute in a thermal
system. Here it is assumed that the HONO2(X1A′) potential
energy surface correlates with only one of the numerous
potential energy surfaces originating from OH+ NO2. Since
the electronic partition function of HONO2(X1A′) is equal to
unity, the factorge(T) is the product of the reactant electronic
partition functions, where the first and second factors are the
partition functions for OH and for NO2, respectively:53

The collision impact parameter b is chosen by VENUS
according to

whereR is a random number distributed uniformly between 0
and 1. The maximum impact parameterbmax is determined
empirically in order to includeg95% of complex-forming
trajectories (for a thermal relative velocity distribution).

For present purposes, a captured trajectory is defined as one
in which the HO-NO2 distance is less thanrcrit ) 2.5 Å and
the relative motion of the two reactants exhibits three or more
inner turning points. This definition is arbitrary, but trial
trajectory calculations showed that the capture number only
changes by∼10% whenrcrit is reduced to 2.2 Å or increased to
2.8 Å. Furthermore, the capture number is decreased by less
than 10% if the selection criterion is increased to five inner
turning points. This lack of sensitivity to the capture criteria is
consistent with the lifetime distributions (see below), which
indicate that most vibrationally excited HONO2* complexes are
relatively long-lived.

In this work, batches ofN ) 10 000 trajectories are used to
determine the capture numberNr. Trajectories are averaged over
phases and integrated for 2× 106 time steps with a step size of
0.1 fs. The initial rotational and relative translational energies
of the reactants are chosen from thermal distributions. Initial
conditions for the vibrations were selected using microcanonical
normal mode sampling. All of the sampling of initial conditions
was carried out by VENUS.50

3. Results

3.1. Capture Rate Constants.The maximum impact pa-
rametersbmax and capture numberNr for each temperature are

listed in Table 2. As shown,bmax decreases with increasing
temperature because the centrifugal maximum of this barrier-
less reaction moves inward as the temperature (and relative
speed) is increased. In contrast, the capture number increases
with temperature (see discussion below). At all temperatures,
∼10-20% of the trajectories result in formation of a HONO2

complex. The capture rate constants obtained from eq 4 are
shown in Figure 2. For the temperature range from 200 to 1500
K, the capture rate constants exhibit a weak increase with in-
creasing temperature: the capture rate constant at 1500 K is
about three times that calculated at 200 K. The temperature
dependences can be reasonably fitted by the Arrhenius equation.
Figure 2 also presents capture rate constants calculated for
OH(V) in initial vibrational states fromV ) 0 to V ) 5. It is
found that the capture rate constants are essentially independent
of V, indicating the formation of a complex is dominated by
the long-range potential and not by the internal dynamics of
the complex.

At 300 K, the capture rate constant (corrected for electronic
degeneracy) of the reaction of OH(V ) 0) with NO2 is (7.1(
2.7) × 10-12 cm3 mol-1 s-1 for the standard PES, about one-
fourth of the value estimated fork1∞ on the basis of master
equation simulations of laboratory data.20 At high pressure,
HOONO formation is believed to contribute in the experiments,
but unfortunately the high-pressure rate constant for HOONO
formation is not well determined.20 Thus, some of the difference
between the rate constants calculated here and ones based on
experiments may be due in part to uncertainty in the rate of
HOONO formation. However, most of the difference is probably
due to inadequacies in the standard PES for the reaction. As
will be discussed in the next section, plausible adjustments of
some parameters can produce better agreement, but we again
emphasize that our goal is not to produce agreement with
measured rate constants, but to investigate the temperature
dependence and the relationship betweenk∞ andkV.

3.2. Sensitivity Tests of the PES.Since we do not have
confidence that the single determinant quantum chemical
methods provide accurate PESs at long range,40 where the
capture rate constant is determined, our approach is to obtain a
set of PESs that span a range of plausible behaviors. Calculated
capture rate constants for each of the three PESs (standard, stiff,
and stiffer) are shown in Figure 3. It is clear that the behavior
of the HO-NO2 bond potential at intermediate to long range
has a major influence on the calculated recombination rate
constants. Rate constants based on the stiff and stiffer PESs
are less than 10% as large as those based on the standard PES.
This is probably because the stiff and stiffer PESs do not extend

k′cap(T) ) (8kT
πµ )1/2

πbmax
2 (Nr

N) (4)

kcap) k′cap/ge(T) (5)

ge(T) ) [2 + 2 exp(-201/T)][2 + 2 exp(-13997/T)] (6)

b ) bmaxR
1/2 (7)

Figure 2. Capture rate constants calculated with different initial OH
excitation energy over temperature range of 200-1500 K (standard
PES).
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to such large distances (see Figure 1). These results are
consistent with results found previously for the H+ CH3

reaction by Duchovic et al.41

Switching functions in the PES are also extremely important
for ensuring that bending force constants and internal rotation
barriers vanish appropriately when the reactants or products are
separated by great distances. The attenuation functions are
formulated so that they do not affect the normal-mode frequen-
cies and harmonic force field. We previously found40 at the level
of quadratic configuration interaction with single, double, and
perturbative corrections for triple excitations47 with the cor-
relation consistent polarized valence triple-ú basis set of
Dunning48 (QCISD(T)/cc-pvtz) that the following exponential
function describes the attenuation of bending force constants
and the torsional barrier in HONO2 as the HO-NO2 distance
is increased:

This attenuation function does not affect the harmonic force
field at the equilibrium bond distance, but it strongly influences
the PES at longer distances, where the centrifugal barrier
maximum is located. Thus, it is not surprising that the calculated
capture rate constants are sensitive to the switching function
parameters, as shown in Figure 4.

We investigated parameters in switching functions for
the ∠HON harmonic bend, the∠ONO harmonic bend, the
HO-NO2 torsion, and the wag modes. TheX-axis in Figure 4
shows ratios of switching function parameters (compared to the
standard PES; Table 1 of ref 40) used in modified PESs. The

Y-axis shows ratios of capture numbers (compared to the
standard PES). As seen in Figure 4, the capture numbers increase
with increasing switching function parameters, and then level
off. It also appears that the capture numbers are highly sensitive
to the switching parameters in harmonic bending modes. By
changing the switching function parameters for the∠HON and
∠ONO harmonic bending modes, the capture number can be
increased by a factor of 3× to 5× . This is probably because
increasing the switching function parameters results in attenuat-
ing the interaction faster as the newly formed O-N bond length
increases. Therefore, the PES effectively has a broader ac-
ceptance angle when the O-N distance is large. This produces
a larger rate constant.

3.3. Product OH(W′) Vibrational Energy Distributions. In
the present work no trajectory (out of batches of 10000
trajectories) resulted in a change of more than 0.25 kcal mol-1

in vibrational energy, unless a capture complex was formed.
This result is consistent with the expected small rate constants
for vibrational deactivation in collisions of OH(V) with nonre-
active gases. In contrast, collisions that resulted in formation
of a capture complex produced substantial vibrational energy
deactivation, as shown by the representative energy distributions
in Figure 5. All of the calculated energy distributions are very
broad, corresponding to loss of about half of the vibrational
excitation, regardless of the initial OH(V) vibrational level. When
the initial vibrational level is high (e.g.,V ) 5), the energy
distribution is peaked at intermediate energies; when it is low
(e.g.,V ) 2), the energy distribution is peaked near zero energy.
Because the energy distributions are not very sensitive to
whether the PES is standard, stiff, or stiffer, other calculations
are not shown.

Figure 3. Capture rate constants as a function of temperature from
different PESs.

Figure 4. Effects of parameters in switching functions on capture rate
constants (k°cap ) standardkcap).

S(r) ) exp[-C(r - r0)] (8)

Figure 5. Vibrational energy distributions from trajectory calculations
(standard PES) and statistical theory. Statistical methods A and B; see
text for details.
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In the following subsections, the energy distributions will be
compared to statistical models and to the experimental data
obtained by Hynes and co-workers.

Statistical Models.A comparison of the trajectory results with
statistical theory (where IVR is assumed to be complete) can
be used to ascertain whether the product energy distribution is
affected by incomplete IVR and other factors. For this purpose,
statistical models at two different levels of complexity are
compared with the OH(V′) vibrational energy distributions
calculated via trajectories on the HONO2 PESs. Many statistical
approaches are possible, based on various statistical and
dynamical assumptions.38,54For present purposes, we will only
consider the prior distribution (method A) and the phase space
distribution (method B).

In statistical method A (the prior distribution), we assume
that the transient HONO2 complex can be treated as an assembly
of n ) 9 classical harmonic oscillators, one of which is the OH
stretch. As the complex dissociates, the portion of the random-
ized energy that is statistically distributed in the OH stretching
mode of nitric acid appears in the OH(V′) free radical product.
Now assume that the nitric acid vibrations can be divided into
two groups: a single mode (the OH stretch mode) and the n-1
remaining modes with corresponding densities of states (F1 and
Fn-1, respectively). The general expression55 for the total density
of statesFn(E) for all n separable oscillators at total energyE is
the convolution

wherex is the energy in the single mode andE - x is the energy
in then - 1 remaining modes. The probability that the energy
in the single mode is in the rangex to x + dx when the total
energy is held fixed atE is given by

where P1(x|E) is the probability density distribution. For a
collection of s separable classical harmonic oscillators, the
density of states at total energyE is

By substituting eq 11 into eq 10, one obtains the expression
for the probability density that energyx resides in the OH mode
when the total energy in HONO2 or HOONO (wheren ) 9) is
held fixed atE:

A second statistical approach, phase space theory (statistical
method B), is obtained by considering the statistical distribution
of energy among the vibrations, translations, and rotations of
the products, taking care to conserve both linear and angular
momentum. This theory has been widely used to model product
energy distributions in unimolecular reactions.38 It is generally
thought to be valid for relatively low available product energies
and when the potential is nearly isotropic at distances greater
than at the transition state, resulting in little perturbation of the
product internal states.54 The classical density of states for

translations and rotations is proportional toE(m-2)/2, wherem is
the number of translational or rotational degrees of freedom.38

According to this approach, the distribution of vibrational energy
in the product OH radical is given by the following expres-
sion:38

where theFi(Ei) factors are densities of states at the correspond-
ing energies for the product relative translations (Ft(Et)), product
rotations (Fr(Er)), OH vibration (FOH(x)), and NO2 vibrations
(FNO2(EV)). The normalization factorN(E) is given by

When momentum conservation laws are taken into account
and the system is rotationally cold, the number of translational
and rotational degrees of freedom can each be reduced by one,
to a good approximation. As explained by Baer and Hase,38

this is because conservation of linear momentum effectively
reduces the number of relative translational degrees of freedom
from 3 to 2 and because in theJ f 0 limit angular momentum
conservation effectively reduces the number of product rotational
degrees of freedom by one. Therefore, in this case there remain
two translational degrees of freedom, a total of four rotational
degrees of freedom for OH and NO2, one vibrational degree of
freedom for OH and three for NO2. Using the expressions given
above for the densities of states, the integrals in eqs 15 and 16
can be solved analytically to give

Predictions of the product OH(x) vibration energy distri-
bution on the basis of the two statistical approaches are
compared with the trajectory calculations in Figure 5. Both
statistical approaches predict smooth monotonic functions with
maximum values atx ) 0 for the OH vibrational energy
distribution. This behavior is due essentially to the fact that the
density of vibrational states of diatomic OH is independent of
energy; for a polyatomic, where the density of states is a strong
function of energy, the function generally has a maximum atx
> 0. Although somewhat noisy, the results from the trajectory
calculations with initialV ) 2 (Figure 5a) also appear to be
described by a monotonic function with maximum nearx ) 0,
but the distribution is not as sharply peaked as the statistical
models. The trajectory results for initialV ) 5 (Figure 5b) are
peaked far fromx ) 0, in sharp contrast to these simple
statistical models.

Vibrational DeactiVation Efficiencies.When a HONO2*
complex is produced by the capture process, IVR takes place
and may or may not be complete during the lifetime of the
transient complex. Our previous work showed that IVR from
the O-H bond in HONO2 is highly dependent on internal
energy.40 Because energy is conserved, the transient complex
has enough energy to re-dissociate to give OH(V′) and NO2. If
IVR is too slow to randomize the energy that was initially
resident in reactant OH(V), the product OH(V′) will have nearly
the same vibrational energy as the reactant, and vibrational
deactivation will be deemed inefficient. However, for an ideal

Fn(E) ) ∫0

E
F1(x)Fn-1(E - x) dx (9)

P1(x|E) dx )
F1(x)Fn-1(E - x) dx
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strongly coupled complex, energy will be randomized before
re-dissociation, resulting in a considerable loss of energy from
the OH: vibrational deactivation will be deemed efficient. The
vibrational deactivation efficiencyηV can be defined by the
fraction of product OH(V′), whereV′ * V. The corresponding
rate constant for vibrational deactivation via formation of a
capture complex can be defined askV ) ηVkcap, wherekcap is
the capture rate constant. ForηV ≈ 1, the measuredkV can be
used as a proxy forkcap ) k∞.

In trajectory calculations, the product OH vibrational quan-
tum numberV′ can be assigned by binning the OH vibrational
energy. The boundaries of each bin are chosen as the mean
energy of two adjacent vibration energy levels. Using this
approach, we can determine the vibration deactivation effi-
ciencies. The product OH vibrational energy distributions
resulting from collisions involving initial OH(V) vibrational
energy states atV ) 2 andV ) 5 are shown in Figure 5 The
corresponding vibration deactivation efficiencies are shown in
Figure 6. In all cases, the vibration deactivation efficiencies are
very high, ranging fromη1 ) 0.88 to η5 ) 0.92. These
calculated results show thatk∞ ≈ kV/0.9. Although the quan-
titative accuracy of this result is somewhat uncertain be-
cause of the limitations in the standard PES and in the energy
binning of the trajectories, the conclusion that the deactivation
efficiency is essentially independent ofV appears to be a robust
result.

Experimental tests27-29 that showkV to be independent ofV
provide convincing evidence thatkV can be used as a proxy for
k∞ for this reaction system. However, it is important to recognize
that the two rate constants are probably proportional to each
other, but not identically equal.

3.4. Lifetimes and Redissociation Rates.In the present
trajectory calculations, the initial coordinates and momenta for
the vibrations are selected according to microcanonical normal
mode sampling (a standard VENUS option). Rotational and
translational energies are selected from thermal distributions.
It follows that each excited HONO2* complex has a total internal
energy governed by (a) the initial vibrational energies of the
reactants, (b) the binding energy of the HO-NO2 bond
(classically 51.3 kcal mol-1), and (c) the relative translational
and rotational energies. Thus, the ensemble distribution of
energies is not microcanonical, but it covers a range of energies
in the vicinity of the ensemble average〈E〉.

Because the initial total energy distribution of nascent
complexes is not microcanonical, it is convenient to define
ensemble average lifetime and re-dissociation rate constant for
a given batch of trajectories:

where∆ti is the time during which a HO-NO2 capture complex
exists during theith trajectory and〈E〉 is the average vibrational
energy of complexes formed in the ensemble of trajectories:

Equation 16b follows from the fact that the rate constant of
a first-order reaction is inversely proportional to the chemical
lifetime, and the calculated∆ti for a specific trajectory is
the best measure of the lifetime that one can extract from a
single trajectory. The ensemble average rate constant is there-
fore assumed to be equal to the ensemble average inverse
lifetime (the result is not much different, however, from
assuming that〈k(E)〉 ) 〈τ(E)〉-1). By choosing different OH(V)
and/or NO2(V1V2V3) initial quantum states and temperatures,〈E〉
can be varied, resulting in different average lifetimes and
dissociation rate constants.

Figure 7 shows capture rate constants and lifetimes for
different initial OH(V) energy levels. The capture rate constants
are almost independent ofV, but the average lifetimes show a
strong dependence: the more energetic complexes dissociate
much faster. As temperature is varied the same trend with energy
is apparent. These results are qualitatively consistent with the
energy-dependent specific rate constants from unimolecular
reaction rate theory,55-59 but it is not the purpose of the present
work to make a detailed comparison between the classical
trajectory calculations and transition state theory (TST). Several
such comparisons have been made,60 and the results often show
good agreement with classical trajectory calculations carried out
using the same PES.

The dissociation rate constants〈k(E)〉 calculated from trajec-
tories with initial OH(V) excitation are shown in Figure 8 as a
function of energy. Additional calculations with initial excitation
of NO2 (instead of OH) are also shown in Figure 8. The
trajectory results obtained using microcanonical normal mode
sampling with various fixed energies [NO2(V1V2V3) series A]
give significantly different results at the same total energies than
when OH(V) is initially excited. Three additional calculations
carried out with arbitrary vibrational state combinations in NO2

[NO2(V1V2V3) series B] show additional differences among the
redissociation rate constants.

If energy randomization is complete, the rate constants at a
given energy should be independent of how the energy is
distributed in the reactants. The present results show significant
differences. These differences prove that the initial distribution
of energy in the reactants strongly affects the calculated rate
constants, probably because energy randomization is not
complete prior to redissociation.

3.5. Peroxynitrous Acid (HOONO). In recent measurements
of vibration relaxation of OH(V) by NO2 at low pressures, Hynes
and co-workers27-29 found that the rate constantkV for loss of
OH(V) is almost independent ofV. Their results are consistent
with the trajectory calculations described above for the HONO2

transient complex. However, the present trajectory calculations
do not allow for formation of the transient HOONO complex,
which should play a role in the experiments. Master equation

Figure 6. Vibrational deactivation efficiency as a function of OH(V)
initial vibrational energy level (standard PES). Error bars show 1σ
statistical errors.
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simulations20 and theoretical analysis26 of experimental data on
the full reaction system estimate that the initial formation of
HO-ONO is even more likely than formation of HO-NO2.
Thus, the experimental results of Hynes and co-workers27-29

indicate that vibration deactivation via the HOONO* transient
complex is also essentially independent of the initial OH(V)
vibrational state. As discussed in the Introduction, isomerization
from HOONO to HONO2 is thought to be very slow.19-21

Therefore, other reasons for the high efficiency must be sought.
One of the most important differences between HOONO and

HONO2 is the difference in strengths of the newly formed
bonds:∼80 kJ mol-1 for HO-ONO14,20,61,62vs∼200 kJ mol-1

for HO-NO2.20,63 If one assumes that the difference in bond
strength is the most important distinction between the two
isomers, a crude method to investigate the vibrational deactiva-
tion efficiency via the HOONO channel is to artificially reduce
the O-N bond strength in the HONO2 standard PES described
above. Trajectory calculations carried out in this way give
vibrational deactivation efficiencies near unity for high initial
vibrational energy levels in OH(V), but much lower efficiencies
for low initial V. This result does not agree with the experiments
carried out by Hynes and co-workers,27-29 indicating that
weakening the O-N bond in the HONO2 PES does not yield a

satisfactory PES for HOONO, possibly because of the contrast
between chemical bonding in HOONO vs HONO2.

The bonding in HOONO may produce stronger intermode
coupling than in HONO2. This may affect the relative rates of
IVR and hence the relative vibrational deactivation efficiencies.
In NO2, which hasC2V symmetry, the two N-O bonds have
equal force constants and equal equilibrium bond lengths. The
same characteristics occur in HONO2: the two terminal N-O
bonds have essentially equal force constants and equilibrium
bond lengths. Furthermore, these force constants in HONO2 and
in NO2 are similar in magnitude. In HOONO, on the other hand,
the terminal N-O is a double bond, while the interior N-O is
a single bond. The two bonds have unequal force constants and
unequal equilibrium bond lengths.18,20,22,64-68 Thus, as the new
HO-ONO bond is stretched, the ONO moiety goes from an
asymmetric structure toward a symmetrical one. As a result,
one would expect significant inter-mode coupling between
vibrational modes that have important contributions from the
O-O bond and the N-O bonds. Since the O-H bond is
adjacent to the newly formed O-O bond, one might also expect
relatively strong coupling between modes involving those two
bonds. In addition it is important to note that HOONO has two
unsymmetrical internal rotors and several conformers and that
the cis,cis-HOONO conformer is a planar ring structure with
an internal hydrogen bond to the terminal O atom.64,65 This
internal hydrogen bonding would also be expected to enhance
intermode coupling with the OH bond.68

A number of other factors are important in controlling IVR
rates in isolated molecules, as shown in many experimental and
theoretical studies.33,40,49,69-92 If resonances exist between an
excited mode and overtones of lower frequency modes, the IVR
rate tends to be enhanced. The magnitude of the rate enhance-
ment depends on the details of the resonances. Such resonances
have been implicated in IVR in HONO2,40 but a similar analysis
for HOONO will require an accurate PES. It is also possible
that conical intersections and coupling among electronic states
can produce randomization of energy when electronic states are
strongly coupled.93 However, little is known about the possible
electronic interactions in HONO2 and HOONO.

Thus, there are reasons to surmise that energy in the OH bond
of the nascent highly vibrationally excited adduct may be
randomized more rapidly in HOONO than in HONO2 due to
enhanced intermode coupling. To test this conjecture is beyond
the scope of the present work, since an accurate potential energy
surface for HOONO will be required. However, the scant
experimental evidence tends to contradict this conjecture, since
optical excitation in the OHV ) 2 overtone region in HONO2
(at ∼6944 cm-1) produces an IVR time constant of∼12 ps,49

while excitation of trans, perp-HOONO (at∼6971 cm-1)
produces an apparent IVR time constant of∼27 ps.62 Thus, the
mechanism for efficient IVR in HOONO is not known and must
await the results of future work.

4. Discussion and Conclusions

The present results have a number of interesting features. The
calculated capture rate constants depend only weakly on
temperature and hardly at all on the initial vibrational excitation
in OH(V). The weak temperature dependence is consistent with
predictions made by Troe21,26and with variational transition state
calculations on other recombination reactions.94 An interesting
feature of the present trajectory calculations is the “positive”
activation energy (rate constant increasing with increasing
temperature) for a barrierless reaction. One might have expected
a “negative” activation energy (rate constant decreasing with

Figure 7. Capture rate constants (kcap(V)) and lifetimes of complexes
with respect to dissociation (〈τ(E)〉 from eq 16a) computed as a function
of OH(V) initial vibrational state (standard PES). Also shown for
comparison are calculated IVR lifetimes40 (τIVR,OH(V)) for excited states
of the OH stretch mode in HONO2 (where the other vibrational modes
have only zero point energy).

Figure 8. Dissociation rate constantsk(E) from trajectory calculations
(standard PES; energy is relative to separated reactants at rest without
zero point energy). Quantum numbers for OH(V) and NO2(V1V2V3) series
A are shown in the figure. The quantum numbers for NO2(V1V2V3) series
B are (910), (250), and (005) [although only two points are visible in
the figure].
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increasing temperature), since the PES is attractive in a
barrierless reaction. We surmise that the positive activation
energy results from trajectories with enough translational energy
to surmount the low energy “ridges” on the PES that flank the
entrance valley,40 giving the entrance valley a wider acceptance
angle at higher translational energies. In other words, the PES
anisotropy is reduced at higher translational energy.

The capture process is not sensitive to the vibrational state
of OH(V). Since there is no energy barrier to be surmounted,
the energy in the “transitional modes” (the relative translations
and rotations of the reactants) is sufficient for the capture
reaction and the vibrations play essentially no role. Because
the initial capture process is so fast, there is no time for
significant coupling between the reaction coordinate and the
other vibrational modes, yet IVR must be fast enough during
the first vibrational period of the new bond so that enough
energy is removed from the reaction coordinate and redisso-
ciation does not occur. The present results show that the reactant
internal energy distributions can be far from equilibrium, yet
the capture rate constant can remain the same as the equilibrium
value. This is not true of the redissociation rate constant.

Redissociation requires surmounting an energy barrier. If
sufficient energy is not present in the reaction coordinate,
reaction cannot occur. Thus, the capture complex must live long
enough for energy to find its way back into the reaction
coordinate. The present results show that the rate of redisso-
ciation depends on where the energy resides. This is because
there are at least two IVR time scales involved: the first is the
time needed for the required energy to find its way back into
the reaction coordinate from the pool of other modes. This is
the IVR time scale for coupling between the reaction coordinate
and the pool of other vibrations described by the local random
matrix theory of Wolynes, Leitner, and their co-workers.95-98

The second time scale is governed by the rate of IVR between
relatively isolated modes (like the OH stretch) and the pool of
remaining modes. This OH stretch mode IVR lifetime is shown
for comparison in Figure 7. As we showed previously for nitric
acid, energy initially resident in the OH stretch mode undergoes
relatively rapid IVR,40 but the present results show that this
process is not fast enough to enable complete energy random-
ization during the lifetime of the capture complex.

How much energy remains stored in the OH mode when the
capture complex dissociates? We can obtain a rough estimate
of this quantity by comparing the redissociation rate constants
from the different series in Figure 8. If we assume the rate
constants obtained with NO2(V1V2V3) excitation correspond to
the fully randomized capture complex, we find that the rate
constant calculated for OH(V ) 5) matches that obtained with
NO2 excitation if the energy is shifted by∼25 kcal mol-1. This
energy shift is about half of the 46 kcal mol-1 energy difference
betweenV ) 5 andV ) 0 for OH(V). The same approximate
energy ratio is found for the other rate constants calculated with
OH(V). Thus, we conclude that IVR from OH to the other modes
is fast enough to randomize only about half of vibrational energy
initially present in the OH mode, prior to redissociation. This
conclusion is supported qualitatively by the lifetimes plotted in
Figure 7. The OH stretch mode IVR lifetime is of the same
order as the lifetime with respect to dissociation at the same
level of OH vibrational excitation. This comparison is not
completely straightforward, however, because the capture
complex has a significantly higher total energy than the
overtone-excited HONO2 molecule.

The OH(V′) energy distributions shown in Figure 5 are clearly
different from the two statistical distributions used for com-

parison. This is consistent with slow randomization of energy
and the dependence of the redissociation rate constant on the
specific reactant vibrational states. At the higher energy (initial
V ) 5, Figure 5b), where the lifetime is very short, the statistical
predictions are worse than at low energy (V ) 2, Figure 5a),
where the lifetime is much longer.

There are other possible reasons for why the calculated
product OH(V′) vibrational energy distributions are not statistical.
A possible technical deficiency is that eqs 12 and 15 are based
on the rigid rotor and harmonic oscillator approximations, in
contrast to the PES used in the trajectory calculations. The PES
is anharmonic and allows for centrifugal distortion. A second
technical deficiency is that the densities of states in the above
derivations are based onseparabledegrees of freedom, despite
the strong coupling that must be present at high internal energies.
These technical deficiencies may explain some quantitative
discrepancies, but it seems unlikely that they can account for
the qualitatively different behavior found for initialV ) 5 (see
Figure 5b). Slow IVR provides a more direct explanation.

It is quite possible that the effects of slow IVR are present,
but not detected, in many (but not all99,100) reactions. As long
as the energy content in an isolated degree of freedom like the
OH stretch is relatively low (or nearly statistical), slow IVR
will play little role in determining the reaction rate constant. It
is well-known that, according to quantum statistics, high
vibrational frequencies have little effect on entropy and densities
of states; hence, they have little effect on reaction rate constants.
If the amount of energy sequestered in an isolated vibrational
mode is relatively small, the reaction rate constant may still be
predicted reasonably accurately by statistical theory. However,
in systems like the one investigated here, where large amounts
of energy are placed in an isolated vibrational mode, the
limitations due to slow IVR become apparent in the product
energy distribution and in the rate of redissociation.

Despite the incomplete randomization of energy in the nitric
acid capture complex, however, the efficiency of deactivating
the initial OH(V) is still very high and independent ofV,
consistent with the experiments of Hynes and co-workers.27-29

Note that the lack of dependence of vibrational deactivation
efficiency on V does not necessarily mean that the capture
complex is sufficiently “strongly coupled” for complete energy
randomization prior to redissociation.

Of course, these calculations were carried out using a model
potential energy surface, which, although accurate near the nitric
acid equilibrium structure, is probably not highly accurate as
the HO-NO2 bond is stretched. However, the present results
show that although the capture rate constant is sensitive to the
switching functions and other details of the PES at long range,
the final OH(V) vibrational energy distributions are practically
unaffected. Moreover, our previous work showed that the IVR
time constant for randomization of energy in the OH mode of
nitric acid also shows very little sensitivity to such details.40

Instead, it is mostly sensitive to the vibrational energy spectrum
of the molecule. Thus, the results obtained here may be robust,
even though the PES is not fully accurate.

When the HO-NO2 bond is weakened to match that of the
HO-ONO bond, the OH(V) deactivation efficiency becomes
strongly dependent onV, unlike the experiments. This indicates
that the inter-mode vibrational coupling in HOONO may be
greater than in the weakened version of HONO2, probably
because of the difference in electronic structure and consequent
differences in equilibrium bond lengths and force constants. It
is also possible that the vibrational spectrum of HOONO
promotes more Fermi resonances and faster IVR. In future work,
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it will be important to construct a PES for HOONO and
investigate how the multiple conformers affect the capture
process, IVR, and vibrational deactivation efficiency. The HNO3

chemical system continues to provide a rich area for study.
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